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Semantics of light verbsin lexicographical presentation

Light verbs have always been a difficult lexicodrmal material
disregarding the language described. The main @noldonsists in polysemy
and idiomacity of their meanings. Most of them fuowe both as full lexical
units and as semilexical ones. Dictionary entriedichted to them are always
the longest ones and often far from being exhagistiv

We can often observe similarity of basic meaninfswch verbs but
significant discrepancies between their derivedngnatical meanings even in
closely related languages, and the latter is sonestidifficult to grasp both by
dictionaries and language learners.

In the article, we discuss methods of possibly eateudescription of
derived meanings of light verbs that can functian semantic qualifiers in
systematic description of complex predicates angsved extracting them from
monolingual dictionaries.

The term “light verb” was introduced by Otto Jesaer in 1965 and
referred to verbal part of composite nominal pratéis liketake a shower, have
a smoke [1, 117]. There is no agreement in the literatatethe moment
concerning the definition and the semantics oftligérbs. These are normally
opposed to complex predicates in the Western Istgsi and we can come
across terms like semi-notional (grammatical) V$ riotional (lexical) in the
(post-)Soviet  linguistic  literature  (also nepolnoznamenatelnyye  vs
polnoznamenatel nyye) [2].

While analyzing languages like English, Urdu, Hindliandarin Chinese

and tracing historical correspondents back to Sand®iriam Butt comes up



with some interesting cross-linguistic parallelga®ling the role and semantics
of light verbs. She claims these are a “handfulerbs (somewhere between 5
and 20)” that are “semantically bleached versiofismain verbs... Some
common examples crosslinguistically are the veudns‘dome’, ‘go’, ‘take’,
‘give’, ‘hit’, ‘throw’, ‘give’, ‘rise’, ‘fall’ and ‘do/make’. One can think of this
set of verbs apassepartouts. their lexical semantic specifications are so gaine
that they can be used in multitude of contextst tisa they “fit” many
constellations” [3, 18]. As for their semantics,tBmentions that “light verbs
modulate or structure a given event predication@mdo in a manner similar to
that of modifiers with respect to semantic notiowech as benefaction,
suddenness ... also tend to add further informatimutthe aktionsart of the
complex predication. In particular, there is ofterelic/boundedness or a
causation component” [ibid.].

The highlighted by us here meanings differentidtgdButt give a very
general idea of what the semantics of light vegband do not attach particular
meanings to particular verbs. The thesis that ftloge subtle semantic notions
such as benefaction, force etc.,, are derived frém ¢tollection of
entailments usually associated with the lexical asgims of the main verb” [3,
18] is not clear to the end as it doubles the thdlsat these meanings are
transferred by light verbs. On the other hand, ithes is well in tune with the
basic differentiation between compensators and feosliby [2], where the
former ones only play the role of syntactic fittinghile the latter ones
complicate the meaning of the whole. Also, Buteésearch helps develop the
traditional lexicographic approach regarding commverality of constructions
with light verbs. It is quite intuitive if we loolat dictionary explanations of
verbs liketake, e.g.take 22. ‘to do an examination or a test, etc., in ofde
obtain a qualification’ otake 26. ‘to make sth by photography; to photograph
sth/sb’ [5, 1216] explain the meanings nottake alone but constructions it is

used initake a test andtake a picture correspondingly. The meaning rendered by



take alone is too abstract and it is more practicahaato exemplify it than
represent in a pure state in a dictionary for huneadlers.

Presently, the need that arises in connection autbmatic NLP, meaning
representation and information extraction on ddfarlevels (from lexemes and
texts) allows us disregarding such a restrictiod demands a more formalized
way of recording meanings of words. Deeper analysight verbs’ meanings,
their compatibility with main verbs (a cross-lingtic research could be even
more informative) might bring more light about sestemic character of “light”
structures.

In our approach we follow several assumptions, amdhem -
correspondence of light verbs’ meanings to basilogical categories and
semantic compositionality.

The idea of semantic decomposition of predicatégrifom new, e.g.
following [6] Butt argues for the need of a notioisubevents at the
syntax/semantics interface:

‘build the house’ (e = eP <e2, e3 >)

where el = the causing, intentional impulse
e2 = the process of house-building

e3 = the state of the house having been built.

The acceptance of subevents by Butt is syntax-dridee to examples
from Hindi like “make+give+house” or “write+taketter” resulting in
perfective meanings of correspondingly ‘to havdtkahouse’, ‘to have written
a letter’. Interestingly, those meanings of pefatst (telicity) are expressed by
prefixes in Slavic languages and are parts of &ximits. Such parallels make
us think of compositionality on the level of vocdy and accept for this
purpose formal notation of verbal semantics baseg@redicate calculus with a

built-in set of basic predicates proposed by OtiyMfojtasiewicz [7].

! Wojtasiewicz suggests using twelve basic predicateich can serve as semantic primitives and whose
combinations can represent invariant meanings frablanguage verbs®) and R(x) describe states, where



Another our assumption was connected with the laggunaterial used
for research: if lexicography in many cases exglameanings of constructions
with light verbs instead of light verbs themselsge examples witlhake
above), they are more a “building” material forit®n than lexicon itself; hence,
they are often used for explications of full-no@abwerbs and at the same time
comprise part of their meaning, probably the mdtract one. This way, by
analyzing definitions of verbs we could discovermaatic elements
corresponding to semi-notional meanings of lightbgewithin the semantic
structure of complex predicates.

Definitions of Ukrainian verbs from the compreheesdictionary of the
Ukrainian languageJovnyk ukrainskoyi movy, hereafter SUM) in electronic
database format, developed by Linguistic-InformagioCentre of NASU, were
used, cf. also [8].

Definitions of verbs are probably more difficulofn the point of view of
lexicography than those of nouns, as verbs do rgamize such a hierarchy as
nouns and only a small group can be explicateeénmg of classical definitions
with a more general verb and a specification ofwtlag of action. Quite a large
group is comprised by LA (lexical aspects) modifieerbs, also known as
Aktionsarten, whose meaning is a composition (aoctjon) of the main verb
and an LA modifier, see [9]. For the majority ohet verbs, a synonymic type
of definitions is used with either a one-word syyronor a description in the
form of a light verb construction. Thus, on theedrand, light verbs make up
definienda with the highest quantity of meanings] @n the other hand, they
are the most frequent explanatory material.

A short analysis allows differentiating betweenethrbasic groups of

predicates that can be presented as the follovhiagh@®f meaning complication:

P, is a standard state (as seen by the speaker efetgily accepted as standard by the majorityeftiers of
the language); Trans (X,y) expresses the ideaafgd of state x into state y; by default x precgdestime;
Ag(x,y) expresses the idea of agentivity (x doasesthing and y is the result); V(x,y,z) is usedtfue estimation
of a situation, where x is the evaluator, y isghaation of evaluation, z is the result (namedhef evaluation;
B(x,y) is used for the declaration of an opiniorpk,y) is used for physical perception declaration



-Po(x) He is mad
Trans (Po(x), -Po(x)) He got mad
Ag (y,Trans (Po(x), -Po(x))) He drives me mad

Slavic languages allow representing each of theepet by single verbs,
e.g. Ukr. 6izimu (in two meanings: of a state and of a procesgyumu.
Semantic elements are expressed in definitions with help of different
lexemes, to name just a fewsminwosamucs, nepexooumu, cmasamu,
nepepoobnsmu (Change)pismu, pooumu (agentivity)

We have looked through the selection of verbs whitedmitions include
the verbpoouTn ‘do, make, work’. In its semi-notional meaning ttleused in
dictionary explanations it clearly corresponds tedicate Ag(X,y) and expresses
the idea of agentivity. The automatically extrachedn SUM group comprised
3228 verbs out of over 64700 units in gerferBihe formal criterion for meaning
disambiguation in this case was the presence @nabksf a direct object and its
semantic type. The analysis showed that only in2€acases the explanatory
verb was used in its full lexical meaning as a symo to the definiendum, e.g.
BUKOHY8amMuU,  30IUCHIOBAMU, CNOPYOIICYBAMU, CMABUMU, CHEOPIOBAMU,
sanooditosamu, yunumu for verbs likezapmaBaTu, xkopuTHCH, MOKOpATHCH,
nocrynatucsi. Those verbs (includingpamroBatu ‘work’) can be considered
bearers of the predicate Ag(x,y) with no furtherbexsided predicates in the role
of arguments. Definitions that include adverbialgses likes nanpysicennsm, 3a
oonomoeoio, Hacnix are also few. They can be considered complicatmins
Ag(x,y) and expressed as conjunctions of it witmeospecified state of the
agent Pi(x).

Contrary to examples from Urdu and Hindi preserigdButt [3, 2,4-5]
and some English uses likeake sb fee good, the Ukrainian correspondent
poouTu does not take a verbal object, although it takeadjectival one, with

unquestionably predicative nature. Those are that moimerous examples

2 For comparisorgymu (1350),cmasamu (2189),nepexooumu (133).



(‘pobumu bOauvodyxcum, oOmuzbkum, eaxckum, euowum’, etc.) and the main
predicate Ag(x,y) of the general pattern embeddipate of change Trans(x,y).

Most nouns used as direct objects wdouTn in definitions have
predicative semanticsofisip, 3minu, Oipxu, Hamsdicku, 00OMiH, nepepsy,
BUNPABNEHHS, GUUHKU, NepeniK, ecKi3, MANIOHOK, HCecm, 3aY8adCeHHs, KONil,
MImKuU, nooil, 3ynunKy, suchosxu, etc.), cf. [10, 12-13]. The common pattern for
verbs defined this way also embeds Trans(x,y) wdmu 3minu as its closest
correspondent, but in general they are even mongposite within Trans(x,y)
and need further analysis for finer representation.

Verbs whose definitions include the elemepdouTuca ‘become’
correspond to the pattern Trans(Pi(x),Pj(x)) withepecification of the agent.
Those comprise a formal subgroup of 380 units. rallg the postfix -cs
implies that the object of change itself is therdgelowever, no will is evident
from its side, so we normally interpret the pretkcas unspecified from the
point of view of agentivity. The morphologically rleative character of verbs
with -cs let us consider them semantically derived as wdllere unspecified
agent is left out.

Wojtasiewicz does not present any rules that gtieecomposition of
basic predicates to make up a meaning of a whole However, some patterns
can be seen quite clearly, e.g. agentivity usuahpraces transitivity and not
vice versa. The assumption of lexical semantic asiipnality lets us consider
light verbs as higher order predicates with maimbsein the role of their
predicative arguments, cf. [11].

Observations of the material let us see some istiage parallels of the
meanings of light verbs with basic ontological gatées such as change,
influence, causativity, belonging, different phasésexistence, cf. [12].

Further work connected with light verbs in defimms might benefit from
morphological and syntactic annotation of glossdsch would allow a more

accurate analysis of meanings according to consketiactic patterns.
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